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Abstract

Lifting and carrying heavy objects takes place very commonly and with high intensity on construction sites.
Wrong working posture likely leads to musculoskeletal disorders, then risks of health damage and illness for
workers. This study seeks to propose a method to automatically assess unsafe postures of lifting and carrying
heavy objects by combining the RTMPose deep learning model to detect people from videos and a convolu-
tional neural network (CNN) model to automatically extract, evaluate and classify the worker’s posture skeleton
frames into two states “safe posture” and “unsafe posture”. The study also provided two datasets of the worker’s
skeleton posture skeleton frames of lifting and carrying heavy objects for further research and applications. The
proposed method has been experimentally tested with good results. Finally, some ways to apply this method in
managing and controlling occupational health risks in practice have also been discussed.

Keywords: lifting and carrying heavy objects; unsafe posture skeleton frame; occupational safe and health risks;
CNN model; construction site.
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1. Introduction
Automation in construction is being promoted in many aspects from design, estimation, site su-

pervision, building operations, bidding, and procurement to contract management activities [1–3]. Es-
pecially, the application of information technology and automation in occupational safety and health
management on construction sites has recently attracted a lot of attention from research to practical
implementation [4–7].

The construction industry is a very dangerous and toxic industry with very high annual rates of
fatal accidents, injuries and illnesses [8, 9]. In general, accidents and illness in construction sector
are caused by many reasons in which two main root factors being unsafe working conditions and
unsafe working behavior [10–12]. Construction activities require workers to move body parts with
great intensity and frequencies; and in many cases with very uncomfortable positions, especially
lifting, carrying, and moving heavy objects. These lead to risks of musculoskeletal disorders, health
damage and disease [6, 9]. Overall, health problems related to musculoskeletal disorders can cause
workers to miss an average of four days of work-off, and companies spend a significant amount in
compensation and health care costs [13, 14]. Therefore, monitoring the workers’ working posture
and assessing the risk of musculoskeletal disorders is very important, from which to have plans and
solutions to effectively control the risks of health damage and disease for workers in construction.
Currently, monitoring onsite working conditions, unsafe behaviors and postures of workers is mainly
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done by using manual techniques and is considered to be highly subjective. Furthermore, this work is
often performed according to one planned schedule and not continuously in real time [15].

Besides, construction site is often large and complex with many uncertainty and unpredictable
factors; especially with the presence of many workers, machines, and equipment operating at the
same time. As a result, assessing and monitoring the workers’ unsafe working behavior and posture,
thereby controlling the risk of occupational health damage and illness on construction site becomes a
very difficult and poor effective task.

Working postural assessment based on observation has been widely adopted to identify safety
and health risks in construction sector. In order to overcome the limitation of time consuming and
human errors, the recent studies have proposed the advantaged approaches to assess automatically
real-time working postures using both wearable sensors and computer vision techniques. Both these
approaches have shown promising results in terms of awkward posture identification, the computer
vision-based approach is considered to be more suitable, effective without any interference with on-
going works. This present study aims to improve the effectiveness of controlling the risk of health
damage and disease due to musculoskeletal disorders by developing an artificial intelligence model
to automatically real-time assess and classify unsafe postures of workers on construction sites. The
study has the following two objectives:

(1) Create a data set of the workers’ working posture skeleton frames for lifting, carrying, and
moving heavy objects;

(2) Build a convolutional neural network (CNN) model to automatically evaluate and classify the
workers’ working postures when lifting, carrying, and moving heavy objects into two groups: “safe
posture” and “unsafe posture”.

2. Literature review
Behavior-based safety is an effective approach to modify the workers’ unsafe behavior to un-

dertake works more safely and healthily. In construction, there are the three key groups of unsafe
behavior, namely (1) failure to use personal protective equipment (PPE); (2) exposure to a hazardous
area; and (3) failure to follow safety procedures (including unsafe working posture). As mentioned,
controlling the people’s unsafe behavior has been still reliant mainly on the ability of onsite engineers
and safety staffs; this process is criticized to be very time-consuming, discontinuous, less effective
and subjective [16]. In order to improve such tasks on construction sites, modern and advantaged
technologies have been applied to automatically real-time perform such tasks.

Firstly, with the development of measurement sensoring technology, many previous studies have
applied this technology to measure and record unsafe human movements and postures in real time
[17, 18]. For instance, the studies by Zhao and Obonyo [19] and Yan, Li [20] proposed a solution
for workers to wear measurement sensor devices to record movement in real time and develop an
early warning system to help workers be aware of the level of inappropriate posture and make timely
adjustments to prevent the risk of musculoskeletal disorders. The study of Antwi-Afari, Li [21] has
used a sensor to detect abnormal foot pressure patterns in order to identify ergonomically hazardous
postures caused by over-exertion during construction activities. However, this technology is less likely
to be applied in practice at construction sites in near future due to the high cost and inconvenience of
wearing sensor devices. Nearly, there is a shift toward the computer vision-based approaches to solve
problems of unsafe behavior in construction [7, 22] (Table 1).

For evaluation of the working posture, previous studies have used many various algorithms, such
as object detection algorithms, object tracking algorithms, image classification algorithms, and ac-
tivity recognition algorithms to identify automatically unsafe behavior. For example, Seo and Lee
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Table 1. Previous studies using computer vision-based approach on unsafe behavior in construction

Categories of
unsafe

behavior
Objectives Approaches References

Failure to use
personal

protective
equipment

Detect the workers not wearing safety
harness

R-CNN and classification deep
network

Fang, Ding [23]

Detect various PPEs Yolo5 and seahorse optimization
(SHO) algorithm

Nguyen, Tran [5]

Detect the workers not wearing safety
hardhat

R-CNN using 2D images Fang, Li [24]

Safety harness hanging does not meet
requirements (e.g. hook to fixed ojec-
tive)

Deep neural network architec-
ture based on the MobileNet us-
ing 3D images

Zhu, Zhu [25]

Exposure
to a

hazardous
area

Detect the workers who enter dangerous
area

Yolo2 Luo, Liu [26]

Struck or be close to bulldozer/excavator
that is backing up

Yolo3 using UAV images to
measure the distance among ob-
jects

Kim, Liu [27]

Failure to
follow
safety

procedures
(including

unsafe
working
posture)

Detect the workers traverse supporting
beams on a deep foundation pit

R-CNN Fang, Zhong [28]

Transporting works by hanging objects Using deep learning and ontolo-
gies with 3D images to detect
heavy equipment and people

Qiao, Qie [29]

Detecting and monitoring the movement
of construction equipment

Using spatio-temporal features
and support vector machine clas-
sifiers

Golparvar-Fard, Hey-
darian [30]

Evaluate workers’ working posture Using Support Vector Machine
(SVM) to classify 2D images

Seo and Lee [16];
Martínez-Rojas, Marín
[31]

Identify the workers’ unsafe postures Combined deep learning models
and Bayesian models to identify
unsafe postures and behaviors of
workers from 2D images

Luo, Li [32]

[16] and Martínez-Rojas, Marín [31] applied the computer vision technology to classify and evaluate
workers’ working posture in real time based on body silhouettes using two dimension (2D) images
from cameras. Luo, Li [32] combined deep learning models and Bayesian models to identify unsafe
postures and behaviors of workers from 2D images. Besides, some studies have applied human posture
estimation models to extract 2D or 3D skeleton from camera data to evaluate the ergonomic posture
of workers [19, 20, 33]. Such studies have tried to improve the unsafe working posture assessment at
construction sites by automatically classifying risky postures while tasks are ongoing. However, this
2D image-based deep learning approach faces a considerable challenge of having large, comprehen-
sive training datasets. Such datasets of training images must be large enough to include any possible
variations on images. This is a more significant issue for vision-based working posture classification
in construction sector as a human body consists of the head, torso and limbs, creating a very huge
range of postures depending on different tasks. Moreover, there is still a limitation of research on
specific tasks on construction sites, such as lifting and carrying heavy objects.
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To fill the gap, the current study proposes a solution to apply a deep learning model trained by
the COCO-pose dataset to identify the worker’s image and posture combining with a proposed CNN
model to automatically assess and classify the posture of workers in lifting and carrying heavy objects
on construction site into two states: “safe” and “unsafe” in real time.

3. Research methodology
3.1. Research framework

In order to detect unsafe working postures of workers when lifting, carrying heavy objects on the
construction site, the study proposes an implementation process shown in Fig. 1. Accordingly,

- Step 1: Collect an original database of images or videos of safe and unsafe working postures in
lifting and carrying heavy objects;

- Step 2: Using a deep learning model to detect people in the original images and videos, then
identify key points belonging to body parts and draw a skeleton frame of that person’s posture;

- Step 3: Developing an althorism to extract the skeleton frames from the images, then collect them
into two datasets including “safe posture skeleton frames” and “unsafe posture skeleton frames”; and

- Step 4: Developing and training a CNN model to automatically evaluate and classify the worker’s
posture skeleton frame in lifting and carrying heavy objects.

Figure 1. Research framework

3.2. Developing datasets of worker’s posture skeleton frames in lifting and carrying heavy objects

To build two datasets of safe vs. unsafe human working posture skeleton frames in lifting and
carrying heavy objects, this study uses a RTMPose deep learning model that has been developed,
trained with the COCO-pose dataset and widely shared on the Mmpose open library [34, 35]. This is
a powerful model to detect the human posture skeleton frames at high speed, suitable for tasks that
need to be performed in real time [36]. The COCO-pose dataset includes 200 thousand of images
labeled with 17 key points on the body to support assessment of workers’ working postures. These
points are connected together to represent the human postural skeleton frame in the image (Fig. 2).
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Figure 2. Human skeleton frame

In this study, the initial data on the posture of lifting, carrying, and moving heavy objects were
extracted from the guideline videos provided by ergonomic experts from Internet sources [37, 38]. In
these guidelines, the various postures of lifting and carrying heavy objects have been recommended
by experts as safe (should be followed) or unsafe (should be avoided). Then, the human posture skele-
ton frames will be extracted from these instructional videos and compiled into 2 datasets including
2220 images of “safe working posture skeleton frames” and 2584 images of “unsafe working posture
skeleton frames”. For classification in deep learning, the proportion of classification labels is often
set to be approximately equal; this is to avoid the circumstance where the model prioritizes identifying
one type of label that dominates the rest, making it difficult to train the model to achieve the desired
results. Figs. 3 and 4 show an overview of the process of creating the two datasets of working postures
in lifting, carrying, and moving heavy objects.

Figure 3. An overall process to build the two datasets of workers’ posture skeleton frames
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Figure 4. An althorism to extract the human posture skeleton frames

3.3. Developing and training a CNN model to evaluate and classify the working posture skeleton
frames

This study develops a CNN model to automatically evaluate and classify the posture of lifting and
carrying heavy objects as safe or unsafe. Fig. 5 shows the architecture of the proposed CNN model;
and the details of the size of each layer are shown in Table 2. The model includes convolution layers
to determine image features and max-pooling layers to highlight identified features. The Relu and
dropout activate functions are intended to reduce the linearity of the model, allowing the model to
learn and detect complex cases without sticking too closely to the original data. Next, all the values
that are the results of the convolutional and max-pooling layers in the previous stage will be spread out
in vector form and calculated through two fully connected layers as in the artificial neural network. A
softmax function is placed in the last layer, this function will use the result vector from the previous
layer to calculate the probability that the input data belongs to the label “safe” or “unsafe”. The formula
of the softmax function is calculated as follows:

σ
(⃗
z
)
i =

ezi∑K
j=1 ez j

(1)

where σ is the value of the softmax probability; z⃗ is the input vector, the result of data from previous
layers in the model; ezi is the standard exponential function for the ith z value; K is the number of
predicted labels, in this study K = 2 corresponding to 2 labels “safe” and “unsafe”.

Once the softmax layer determines which label the input image belongs to, so that the model is
updated with weights after each training process, a cross-entropy loss function is added in the final
layer calculated using the formula:

Loss = −
(
y log (p) + (1 − y) log (1 − p)

)
(2)

where y is the binary indicator value (0 or 1) corresponding to the two labels that need to be classified
and p is the prediction probability calculated from the softmax function. The value of this loss func-
tion represents the difference between the model’s prediction and the desired result. From there, the
model has a basis to update its weights and make an assessment of the model’s ability to accurately
detect itself.

168



Tran, Q. / Journal of Science and Technology in Civil Engineering

Figure 5. Architecture of the proposed CNN model

Table 2. Architectural details of the layers in the proposed model

No Layers Input data Size Learning parameters

1 Input images 256 × 256 × 3 -

2 Convolution 256 × 256 × 3 32 filters size (3 × 3 × 3) 3 × 3 × 3 × 32 + 1 × 1 × 32

3 Relu + dropout 256 × 256 × 32 -

4 Max pooling 256 × 256 × 32 2 × 2

5 Convolution 128 × 128 × 32 64 filters size (3 × 3 × 32) 3 × 3 × 32 × 64 + 1 × 1 × 64

6 Relu + dropout 128 × 128 × 64 -

7 Max pooling 128 × 128 × 64 2 × 2

8 Convolution 64 × 64 × 64 128 filters size (3 × 3 × 64) 3 × 3 × 64 × 128 + 1 × 1 × 128

9 Relu + dropout 64 × 64 × 128 -

10 Max pooling 64 × 64 × 128 2 × 2

11 Convolution 32 × 32 × 128 256 filters size (3 × 3 × 128) 3 × 3 × 128 × 256 + 1 × 1 × 256

12 Relu + dropout 32 × 32 × 256 -

13 Fully connected 32 × 32 × 256 - 10 × 262144 + 10 × 1

14 Dropout 1 × 1 × 10 -

15 Fully connected 1 × 1 × 10 - 2 × 10 + 2 × 1

16 Softmax 1 × 1 × 2 -

17 Outputs 1 × 1 × 2 -

Total: 3,009,888

3.4. Training and experimental evaluating environment of the proposed CNN model

The process of training and experimental evaluating the model is performed by Python 3.8.18
language. The study was performed on an Alienware 17R4 laptop with Intel(R) Core (TM) i7-7700HQ
@2.80GHz CPU configuration, NVIDIA GeForce GTX 1070 graphics card and CUDA Toolkit 9.0
to accelerate computation.
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4. Results and discussion
4.1. Training the CNN model and evaluation parameters

Fig. 6 shows the training graph of the CNN model after 30 training times. It can be seen that
with the existing posture frame dataset, the model quickly achieves high accuracy. At the last training
time (30th), the model achieved the highest accuracy of 99.58%. Then, the model’s loss function graph
approaches the value 0 after the 5th training time. After that, the model’s loss function value fluctuates
stably above the value 0 and ends at the 30th time with the result = 0.0021. The results from the two
graphs show that the training achieved good results and the model was suitable for the purpose of the
study.

Figure 6. Results of the training process

The proposed method of assessing the workers’ working posture in this study is tested by the
following indicators: accuracy (ACC), true positive rate (TPR), true negative rate (TNR), positive
predictive value (PPV) and negative predictive value (NPV). In order to support controlling disease
risks due to musculoskeletal disorders, detecting unsafe working postures should be given priority
over safe ones; therefore, the evaluation parameters of the model consider the “unsafe” label as a
positive label and the “safe” label as a negative label. The results of the evaluation parameters are
shown in Table 3.

Table 3. Results of the evaluation parameters of the proposed method

No Parameters Results

1 ACC 99.58%

2 TPR 97.81%

3 TNR 97.32%

4 PPV 96.42%

5 NPV 96.78%

4.2. Experimental testing the proposed method
The proposed method has been experimentally tested for its ability to accurately work in real

conditions on complex construction sites by evaluating and identifying unsafe working postures in
two videos of workers performing lifting and carrying formwork and big bricks (Fig. 7). The results
show that the proposed method is applicable in practical environments.
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Figure 7. Results of experimental testing of the proposed model

4.3. Discussion

The indicators calculated in Table 3 showed that the proposed method has a good capacity to
evaluate and classify the workers’ working postures into the two states, namely “safe” and “unsafe”.
These results are better than that of previous studies. For example, Vukicevic, Petrovic [39] devel-
oped a method to automatically determine the safe and unsafe positions of three types of pushing
and pulling, drilling, and polishing collaborative operations with an accuracy of 84.67%, 92%, and
98%, respectively. In another study, Hossain, Azam [14] used the Human 3.6 dataset to detect 3D
human pose, then detect labor risks divided into 5 levels, the model achieved an overall accuracy of
89.01%. The result of experimental test also indicated the applicability of the proposed method into
the practical environment.

In fact, monitoring camera systems are now quite low cost and are being installed on very many
construction sites in Vietnam, so the proposed method becomes more feasible for practical application
and potentially effective in terms of economic. This technology can be applied to manage and control
occupational safety and health risks on construction sites in many different ways. For example, each
worker will wear a small-size sensor attached to their protective gear to receive signals from the work-
ing posture assessment system. When detecting a worker performing unsafe working postures within
a certain period of time, the system will automatically send a warning signal directly to the worker
in real time. Furthermore, the system can also send signals and provide information to site managers
and supervisors about the code and location of the workers performing unsafe working postures for
timely reminders. The system can also record personal data of each worker to support evaluation,
reward/punishment or allocate construction tasks reasonably during the management process on the
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construction site. The proposed method will be a useful means of quickly identifying and classify
risky activities that need immediate intervention. Finally, it is worth noting that the proposed method
is not limited in construction sector but also can be adapted to apply in other industrial sectors.

However, from a technical point of views, the computer vision-based approach is facing a chal-
lenge to collect training images from a real-world. The performance of vision-based working posture
classification would depend mainly on the quantity of training images that should be large enough to
not miss any possible critical variations on images. This challenge is more significant for vision-based
working posture classification in construction sector.

This study has some notable limitations. First, this newly established method just focuses on
identifying, evaluating and classifying safe vs. unsafe working postures; they are the first steps of a
musculoskeletal disorders-related risk assessment process. The risk level of musculoskeletal disorders
depends on very many factors beside the wrong working posture, such as the lifted object’s weight,
frequency of wrong working posture, duration of doing wrong postures, lifting height of objects. . .
Therefore, this study should be further developed to quantify risks of musculoskeletal disorders with
the whole consideration of these factors. Another limitation is related to obstructed vision problems.
The CNN model in the current study only extracts the working posture skeleton in 2-dimensional
(2D) format from the video data of a single camera. Construction sites are often large and covered by
many obstacles, so data collected from one camera will be difficult to be complete and continuous.
Future research efforts should combine the data from both images, videos and wearable sensors to
not only enhance the accuracy of ergonomic risk assessment, but also provide additional information
(e.g., locations of workers, distance between objects. . . ) that would be needed for more effective
intervention. The next study also should consider building models to extract and evaluate the working
posture skeleton frames in 3D format from data collected by multiple cameras to increase the accuracy
of results in practice. Finally, the proposed method in this study can only utilized to assess human
posture in lifting, carrying heavy objects but not other construction works. In fact, construction work
is a labor intensive work, there are very many other ergonomic issues on construction sites that should
also be more automatically monitored, assessed and managed to better control the musculoskeletal
disorders-related risks. It is necessary to study further on these issues in the future.

5. Conclusions
Monitoring the workers’working posture is one of the important requirements to control disease

risks due to musculoskeletal disorders in construction environment. On construction sites, manual
lifting, carrying and moving of heavy objects is very common and with great intensity; furthermore,
there is still the subjective psychology of the workers themselves and the management team in con-
trolling disease risks related to these jobs. For the aim to improve the monitoring activities on these
issues, the study achieved the following main results:

- Having compiled two large datasets of safe vs. unsafe working posture 2D skeleton frames in
lifting, carrying, and moving heavy objects in construction.

These datasets can be used in a range of ergonomic posture analysis studies in construction. The
computer vision community have published many datasets, such as PASCAL and MS COCO, but it
can be said that no database of unsafe working posture skeleton frames is available specific for use in
construction. The datasets can be accessed at link provided in Appendix.

- An established method for automatically assessing and classifying the workers’ posture in lifting
and carrying heavy objects by combining the RTMPose deep learning model to detect people in the
videos collected from cameras placed on the construction site and a CNN model to automatically
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evaluate and classify the human posture skeleton of workers into two states: “safe posture” and “unsafe
posture”.

The established database and proposed method provide a springboard to aid in developing more
advanced unsafe working posture detection techniques in construction.
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